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LLM Concepts Guide LLMif S35

At their most basic level, Large Language Models (LLMs) are like sophisticated autocomplete.
Given input text ("You can lead a horse to water,"), LLMs output text that's statistically likely to
follow ("but you can't make it drink"), based on patterns learned from their training data. You
can use this basic property of LLMs to power several different types of applications:

ERETNERL, KBUESEE (LLMs) MEEEFINBE5TM. SERANA (RIS
S5EPKA, ), LLMsSEEETEIIGHIETFIZRIEL, Fit LAREIRMBAIA (BIR
AEEREERIK") . BRI LERLLMsRIXFE A BRI LA RS ERIN e -

* Generate poetry, short stories, metaphors, blog posts, and other creative copy
SRR, ARV, R, BENENEMEIENA

e Convert structured data to freeform text
B R R B B IR

e Extract and summarize information from freeform text
ME RN APREAESER

 Generate code 4=fF (R

e Translate &1

« Build a chatbot etc. fZHI X258 A,

Using LLMs to build these features doesn't require any Machine Learning (ML) expertise. You
don't need to collect a large dataset or train a model. All it takes to start your first LLM
prototype is to describe what you want the model to do in a few sentences.

(EALLMsHEIXLETHREAREB(HTH 2% (ML) BAANR, SAZEBEWEASEHIESES)%
BE, EEBE—LLMER, REA/ L aEmAEREEEHITAVESRIE].
Example applications 73={41| 1 FH

Poem Generator 5304 R 22

User input: Write me a four-line poem about puppies and Android phones. Make
sure it rhymes. FHP%IN: Write me a four-line poem about puppies and Android
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phones. Make sure it rhymes.

Model output: fE2E4EH :

Puppies are cute,
Android phones are neat,
They both bring joy,

And make life complete.

List Generator 5|4 22

User input: Generate a bulleted list of items I need to pack for a three-day
camping trip. FHFPHIN: Generate a bulleted list of items I need to pack for a

three-day camping trip.

Model output:

Tent

Sleeping bag
Sleeping pad
Camp stove
Pots and pans
Utensils

Food

Water
First-aid kit
Sunscreen
Insect repellent

* ok ok ok ok ok F * * * * %

You can get LLMs to produce all sorts of useful behaviors like this, just by crafting the right
input text, also called a prompt. The art and science of figuring out the right wording to get
LLMs to do what you want is called prompt design (also called "prompt engineering” or simply
"prompting").

EETLBTE R ERMBASA (BARNIET) SRLLMSFESMERIITN, Mg L
BT —HE. HHEREERALL M T BB EN SRR SFOMETRI (BFRN"IE
R SERET) .
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Prompt Design 101 1271511101

The previous section showed some examples of prompts that contain an instruction, like ‘Write
me a poem'. This kind of instruction may work well for certain types of tasks. However, for
other applications, another prompting technique called few-shot prompting may work better.
Few-shot prompts take advantage of the fact that large language models are incredibly good
at recognizing and replicating patterns in text data. The idea is to send the LLM a text pattern
that it learns to complete. For example, let's say you want to build an application that takes as
input a country name and outputs its capital city. Here's a text prompt designed to do just that:

RIERIES R T~ RIS MIRTR), FITS—EY . KIS TR L AIES
B, B8, NTRACMAES, B—FHRRARA ew-shoRAAEERM. Few-shotim
FUF T ARUE S A AR RIS SRR, FUBERRLLMER— ST,
CERTINRR, A, BSEEIR— R, KAERLEREHM A,
R, XE— M ETETIU BRI AR

Italy : Rome
France : Paris
Germany :

In this prompt, you establish a pattern: [country] : [capital]. If you send this promptto a
large language model, it will autocomplete the pattern and return something like this:

LR, BB T —MEN: [country] : [capital] , AIRBIHIRRAXZIRBIESE
8, NeBBammazEFHREEUFIATRE:

Berlin
Turkey : Ankara
Greece : Athens

This model response may look a little strange. The model returned not only the capital of
Germany (the last country in your hand-written prompt), but also a whole list of additional
country/capital pairs. That's because the LLM is "continuing the pattern.” If all you're trying to
do is build a function that tells you the capital of an input city ("Germany : Berlin"), you probably
don't really care about any of the text the model generates after "Berlin." Indeed, as application
designers, you'd probably want to truncate those extraneous examples. What's more, you'd
probably want to parameterize the input, so that Germany is not a fixed string but a variable
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that the end user provides:

XMERIIN AT REE R RER. ZEENMURE T RENEH (FERAPHRE—E
x) , BRETENINMER/ EERIR, XEERALLMIEE SR, IIREEEER
FIERTHE— R, ZRESFERNRHRIEE ("BE: B1") |, BABEREARRD
RBE AN ZFRERRYERN A, SEhRE, FANARERRITE, SRR EaibETRAY
Bl LS, ERIRERESHAN, LEREAREENFMH, MERLAFREHENRZE:

Italy : Rome
France : Paris
<user input here> :

You have just written a few-shot prompt for generating country capitals.
FRIRES T — 1 FRT A EZREERRY few-shot £275.

You can accomplish a large number of tasks by following this few-shot prompt template.
Here's a few-shot prompt with a slightly different format that converts Python to Javascript:

BT EEIX 1 few-shot prompt 14, EEILISSRAEES ., XE— M HFHAREIIRY few-shot
prompt, BILAE Python %1279 Javascript:

Convert Python to Javascript.

Python: print("hello world")

Javascript: console.log("hello world")
Python: for x in range(@, 100):
Javascript: for(var i = 9; i < 100; i++) {
Python: S${USER INPUT HERE}

Javascript:

Or, take this "reverse dictionary" prompt. Given a definition, it returns the word that fits that
definition:

BiE, BN REEFRTER. S TMEX, ERIREFFEIZEXRIERIE:

Given a definition, return the word it defines.

Definition: When you're happy that other people are also sad.

Word: schadenfreude

Definition: existing purely in the mind, but not in physical reality
Word: abstract
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Definition: S{USER INPUT HERE}
Word:

You might have noticed that the exact pattern of these few-shot prompts varies slightly. In
addition to containing examples, providing instructions in your prompts is an additional
strategy to consider when writing your own prompts, as it helps to communicate your intent to
the model.

BRI EREREIXE D EARRTIIRIIREARE. BRTEa70sh, ERTTRMEIRIAZE
RS B CRIETRIEEBRIB—TRE, RACEMTHREEUEAEHEE.

Prompting vs traditional software development

RSERREFTR

Unlike traditional software that's designed to a carefully written spec, the behavior of LLMs is
largely opaque even to the model trainers. As a result, you often can't predict in advance what
types of prompt structures will work best for a particular model. What's more, the behavior of
an LLM is determined in large part by its training data, and since models are continually tuned
on new datasets, sometimes the model changes enough that it inadvertently change which
prompt structures work best. What does this mean for you? Experiment! Try different prompt
formats.

S5F IR ABORERSHIISECRMERIEARR, LLMEYTANTFREYIGE RIRREARE LB
EIARY. B, SEBELENEBM RSN TR EREREN. FEENE, LLMRTAK
RAREE EEURTHIGEUE, BT REAMh R EdEs DR TR, SIERSRERIUT
B SEIBLRRERE BRI, XUERREHA? Li8! ZHARBHRTMEI.

Model parameters 1&EI£:£]

Every prompt you send to the model includes parameter values that control how the model
generates a response. The model can generate different results for different parameter values.
The most common model parameters are:

BRR RN NE PR EIEELE RN IS EE. REALIREARNSESEENF
FRVZER. RENAEESHERE:
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1. Max output tokens: Specifies the maximum number of tokens that can be generated in
the response. A token is approximately four characters. 100 tokens correspond to
roughly 60-80 words.

ERABHINCE: IEENN A LAERAFRCHRAEE. — MRCKLIZINFHA.
100 MRS KLIRI M 60-801 R,

2. Temperature: The temperature controls the degree of randomness in token selection.
The temperature is used for sampling during response generation, which occurs when
topP and topK are applied. Lower temperatures are good for prompts that require a more
deterministic/less open-ended response, while higher temperatures can lead to more
diverse or creative results. A temperature of 0 is deterministic, meaning that the highest
probability response is always selected.

e IREESISEEEPNRETER. [REATIMAERERERIERE, SNA topP
topK BfARZE. RIRAVERERTHREEHENL/ AAFTHEIEARIR, MIREHERER
DASEE SR EIEMIIER. REANORAEMR], XEREREEER I
Rz,

3. topK: The topK parameter changes how the model selects tokens for output. A topK of 1
means the selected token is the most probable among all the tokens in the model’s
vocabulary (also called greedy decoding), while a topK of 3 means that the next token is
selected from among the 3 most probable using the temperature. For each token
selection step, the topK tokens with the highest probabilities are sampled. Tokens are
then further filtered based on topP with the final token selected using temperature
sampling.

topK : topK S FIEEIGEEHSHATLIN. 1RY topK BRERMESEEEELIRIC
RTPFEHPREIRER (BFRARERED) |, M3RY topk BRE F— 1< HEEMER
BERAARERIS N CEPIEERN. WTENCMIEELER, BHERSHMERAY topk 1<
Wi, ANSIRIE topP H—SHIESH, (ERIREMFIGERRE M,

4. topP: The topP parameter changes how the model selects tokens for output. Tokens are
selected from the most to least probable until the sum of their probabilities equals the
topP value. For example, if tokens A, B, and C have a probability of 0.3, 0.2, and 0.1 and
the topP value is 0.5, then the model will select either A or B as the next token by using
the temperature and exclude C as a candidate. The default topP value is 0.95.

topP ! topP SHSUEIREIAEEHSCHEATLIIN. CHRERN\&AIEEISAATRERIINF
¥, BEICIRISERZIIET topP (B, a0, MRS A, B C AR50/ 0.3,
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0.2F10.1, topP{E/ 0.5, NIEELSHERRERRE A 8 B EAT— 1<, 74§ C Hifk
fEiRIZZHh, BOARY topP (€9 0.95,

Types of prompts #2738

Depending on the level of contextual information contained in them, prompts are broadly
classified into three types.

RIEENMEaN LT XERIREE, i 2o A=FRE,

Zero-shot prompts EiFAIZ <

These prompts do not contain examples for the model to replicate. Zero-shot prompts
essentially show the model’s ability to complete the prompt without any additional examples or
information. It means the model has to rely on its pre-existing knowledge to generate a
plausible answer.

Q%T%%K@é\ﬁﬁégr&ﬁﬂﬁ’ﬂﬂﬂ jF'é—shotji TEA LRR T RE Eaﬁ&ﬂ%ﬁ?l‘j‘%‘mnm AY
B N e rIgE . XEREREVIKEENERIANRREN — T GENEE.

Some commonly used zero-shot prompt patterns are:

— LR AT -shotE MEEE:

e Instruction-content I8 HNE

<0Overall instruction>
<Content to operate on>

For example, 141/411,

Summarize the following into two sentences at the third-grade level:
Hummingbirds are the smallest birds in the world, and they are also one of the
most fascinating. They are found in North and South America, and they are known

for their long, thin beaks and their ability to fly at high speeds.

Hummingbirds are made up of three main parts: the head, the body, and the tail.
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The head is small and round, and it contains the eyes, the beak, and the brain.
The body is long and slender, and it contains the wings, the legs, and the
heart. The tail is long and forked, and it helps the hummingbird to balance
while it is flying.

Hummingbirds are also known for their coloration. They come in a variety of
colors, including green, blue, red, and purple. Some hummingbirds are even able
to change their color!

Hummingbirds are very active creatures. They spend most of their time flying,
and they are also very good at hovering. Hummingbirds need to eat a lot of food
in order to maintain their energy, and they often visit flowers to drink nectar.

Hummingbirds are amazing creatures. They are small, but they are also very
powerful. They are beautiful, and they are very important to the ecosystem.

e [Instruction-content-instruction {I54-NE-455

<Overall instruction or context setting>
<Content to operate on>
<Final instruction>

For example, /3141,

Here is some text I'd like you to summarize:
Summarize the following into two sentences at the third-grade level:

Hummingbirds are the smallest birds in the world, and they are also one of the
most fascinating. They are found in North and South America, and they are known
for their long, thin beaks and their ability to fly at high speeds. Hummingbirds
are made up of three main parts: the head, the body, and the tail. The head is
small and round, and it contains the eyes, the beak, and the brain. The body is
long and slender, and it contains the wings, the legs, and the heart. The tail
is long and forked, and it helps the hummingbird to balance while it is flying.
Hummingbirds are also known for their coloration. They come in a variety of
colors, including green, blue, red, and purple. Some hummingbirds are even able
to change their color! Hummingbirds are very active creatures. They spend most
of their time flying, and they are also very good at hovering. Hummingbirds need
to eat a lot of food in order to maintain their energy, and they often visit
flowers to drink nectar. Hummingbirds are amazing creatures. They are small, but
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they are also very powerful. They are beautiful, and they are very important to
the ecosystem.

Summarize it in two sentences at the third-grade reading level.

e Continuation. Sometimes, you can have the model continue text without any instructions.
For example, here is a zero-shot prompt where the model is intended to continue the
input provided:

gex, B, EELGHERIESEIEAE SR FESEOR, g, XE— P shotil
T, SRR

Once upon a time, there was a little sparrow building a nest in a farmer's
barn. This sparrow

Use zero-shot prompts to generate creative text formats, such as poems, code, scripts,
musical pieces, email, letters, etc.

(R sholBRAERAIEAN, PIUMSE. (B, WA, SRER. BT S0,

One-shot prompts — /X427~

These prompts provide the model with a single example to replicate and continue the pattern.
This allows for the generation of predictable responses from the model.

XESERARBRM T — RIS BRI SRz, X oiFRE A B el T AN AL,
For example, you can generate food pairings like:

fian, ST R mIEES, 0:

Food: Apple

Pairs with: Cheese
Food: Pear

Pairs with:

Few-shot prompts /MEARIR<
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These prompts provide the model with multiple examples to replicate. Use few-shot prompts
to complete complicated tasks, such as synthesizing data based on a pattern.

XETIRERURM T SRR ER. ERDERTHKTHUEFRIES, HINETRINGHE
1.

An example prompt may be: —/\NRAIFRREIEER |

Generate a grocery shopping list for a week for one person. Use the JSON format
given below.

{"item": "eggs", "quantity": "6"}

{"artist": "bread", "quantity": "one loaf"}

LLMs under the hood LLM/EE/FIEH

This section aims to answer the question - Is there randomness in LLMs' responses, or are they
deterministic?

AT EERE—NIRE-—-LLMARIZEHEEFEME, & eiEmeEtR?

The short answer - yes to both. When you prompt an LLM, its text response is generated in two
stages. In the first stage, the LLM processes the input prompt and generates a probability
distribution over possible tokens (words) that are likely to come next. For example, if you
prompt with the input text “The dog jumped over the ... *, the LLM will produce an array of
probable next words:

ERENEIER——MEEHE. SERTLUME, BRNARZE2EIHNEREMN. E5—M
B, LLMOEEEBINRTFEM— I RERISHE (FR1F)) B, XLERERERE MR
B9, fGla0, WNEREIRREAX A BN T .....", LLMEER— N8R F— M RIEEA:

[("fence", 0.77), ("ledge", ©.12), ("blanket", ©0.03), ..]

This process is deterministic; an LLM will produce this same distribution every time it's input
the same prompt text.

XMIEEEERR, SRMAERRIETR]A, LLMESERRINST.
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